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In real-life scenarios, Human Activity Recognition (HAR) from video data is prone to occlusion of one or more
body parts of the human subjects involved. Although it is common sense that the recognition of the majority
of activities strongly depends on the motion of some body parts, which when occluded compromise the
performance of recognition approaches, this problem is often underestimated in contemporary research works.
Currently, training and evaluation is based on datasets that have been shot under laboratory (ideal) condi-
tions, i.e. without any kind of occlusion. In this work, we propose an approach for HAR in the presence of
partial occlusion, in cases wherein up to two body parts are involved. We assume that human motion is
modeled using a set of 3D skeletal joints and also that occluded body parts remain occluded during the whole
duration of the activity. We solve this problem using regression, performed by a novel deep Convolutional
Recurrent Neural Network (CRNN). Speci¯cally, given a partially occluded skeleton, we attempt to recon-
struct the missing information regarding the motion of its occluded part(s). We evaluate our approach using
four publicly available human motion datasets. Our experimental results indicate a signi¯cant increase of
performance, when compared to baseline approaches, wherein networks that have been trained using only
nonoccluded or both occluded and nonoccluded samples are evaluated using occluded samples. To the best of
our knowledge, this is the ¯rst research work that formulates and copes with the problem of HAR under
occlusion as a regression task.
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1. Introduction

Human activity recognition (HAR) is the task of

recognizing the behavior of humans, based on mea-

surements and/or observations. HAR approaches

may rely on several types of sensors that are either

worn by the subject or placed within her/his envi-

ronment while observing her/him or capturing

interactions with objects. For example, a human

activity such as walking may be recognized by cap-

turing changes of her/his appearance using a cam-

era,1 by analyzing inertial measurements from a

smartwatch or band she/he wears,2–4 or by analyzing

her/his interactions with pressure sensors placed on

the °oor.5 Yet, wearable/worn sensors demonstrate

below average usability and are not preferred by

users.6,7 Also sensors placed within the users' envi-

ronment either require interventions or are expen-

sive. Thus, many low-cost solutions are based on the

use of cameras which capture users' motion within

the 3D space. Typical HAR applications include

video surveillance, human-computer/robot interac-

tion, augmented reality (AR), ambient assisted

environments, health monitoring, intelligent driving,

gaming and immersion, animation, etc.8–10

Inarguably, HAR from motion data is considered

as one of the most challenging computer vision-re-

lated problems and may be de¯ned as the recognition

of some human behavior within an image or a video

sequence using visual data deriving from the

human's motion into the 3D space. This behavior

consists of a series of consecutive activities

(\actions"). An activity may be de¯ned as a distinct

type of motion, that is performed by a human, with a

relatively short temporal duration.8 Activities are

not instantaneous and typically involve multiple

body parts. Special types of activities include inter-

actions, which may involve either a human and an

object or two humans and group activities, which

involve more than one humans. In the context of this

work, we will refer to all the aforementioned types

simply as \activities." Also, note that in this work

(a) we do not deal with gestures, which are instan-

taneous and involve at most a couple of body parts;

(b) we work with segmented sequences, i.e. each

containing exactly one action to be recognized.

HAR approaches based on cameras are typically

low-cost and demonstrate more than satisfactory

performance in laboratory conditions. However,

in real-life situations they su®er from three main

problems, which compromise their performance, i.e.

viewpoint and illumination changes and occlusion.

Viewpoint variance may occur e.g. when the subject

is observed by a di®erent viewpoint than the one(s)

involved in training. In previous work,11 we dealt

with this problem and demonstrated that the de-

crease of accuracy due to viewpoint changes may be

compensated when using more than one cameras.

Illumination changes causing low-light conditions

mainly a®ect video-based approaches. Of course,

recent advances in technology have allowed for

camera sensors that also capture depth information

(which is invariant to illumination changes) and

perform signi¯cantly better in low-light conditions.

In that case, fusion of video and depth data may

result in robust extraction of human ¯gures, e.g. as a

set of 3D points.12

Therefore, from the three aforementioned pro-

blems, occlusion is the one that imposes most lim-

itations. In real-life applications, partial or full

occlusion may occur e.g. due to furniture or the

presence of other humans. Of course, full occlusion

renders HAR impossible. However, partial occlusion

may signi¯cantly a®ect the accuracy of recognition

yet depending on the subset of the visible skeleton,

recognition is still possible. In previous work13 we

assessed the e®ect of partial occlusion in a HAR task

and in case a classi¯cation model is trained using

nonoccluded data and is evaluated using only oc-

cluded data. Speci¯cally, we simulated occlusion by

removing structured sets of captured moving human

skeletons that corresponded to one/two body parts

(i.e. arms and legs) and showed that partial occlusion

of the subject, in certain cases signi¯cantly a®ected

the accuracy of recognition, although the perfor-

mance drop was tightly depending on each activity.

To tackle the limitations imposed by partial oc-

clusion, in this work, we aim to reconstruct occluded

data, upon formulating this problem as a regression

task. To this, we use a deep neural network ap-

proach, whose input is a human skeleton, with one or

more body parts removed, so as to simulate occlu-

sion. We consider the cases of partial occlusion of (a)

an arm; (b) a leg; (c) both arms; (d) both legs; (e) an

arm and a leg of the same side. We train a convolu-

tional recurrent neural network (CRNN), so as to

output the skeleton upon estimating missing part(s).
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Its input consists of raw 3D skeleton joint positions,

upon removing those joints that correspond to the

occluded part(s). Moreover, its output consists of the

reconstructed skeleton, which is then fed to a long

short term memory (LSTM) network, whose role is to

classify it into one of the pre-de¯ned activities. We

train a network per occlusion case and we evaluate

our approach using four publicly available datasets.

To the best of our knowledge, our work is the ¯rst

that formulates occlusion of moving body parts (i.e.

skeleton joint subsets) as a regression task.

The rest of this paper is organized as follows. In

Sec. 2, we present research works that deal with the

e®ect of occlusion in HAR-related scenarios. Then, in

Sec. 3, we present the proposed regression method-

ology. Experimental results are presented in Sec. 4.

Finally, conclusions are drawn in Sec. 5, wherein

plans for future work are also presented.

2. Related Work

During the last few years, a plethora of research

works focusing on HAR, based on skeletal data have

been presented.14–20 Moreover, an extensive survey

may be found in the work of Wang et al.8 However,

although it is widely accepted that occlusion consists

one of the most important factors that compromise

the performance of HAR approaches,21 resulting to

poor or even unusable results, few are those works

that focus either on studying its e®ects on the per-

formance of recognition or even attempt to overcome

them.

To begin with, in the work of Iosi¯dis et al.,21 a

multi-camera setup, surrounding the subject was

used for HAR. In order to simulate occlusion, they

¯rst trained their algorithm using data from all

available cameras and then evaluated using a ran-

domly chosen subset. More speci¯cally, they made

the assumption that due to occlusion, not all cameras

were simultaneously able to capture the subject's

motion. However, we should note that in all cases

more than one cameras were able to capture the

whole body of the subjects. Also, recognition of a

given activity took place upon combining results

only from those cameras that were not a®ected at

any means by occlusion. In the work of Gu et al.,22

randomly generated occlusion masks were used in

both training and evaluation; each mask caused

the occlusion of more than one 2D skeletal joints.

Then, and in order to reconstruct the skeleton, they

used a regression network. Note that their approach

was limited to pose estimation.

Liu et al.23 studied two augmentation strategies

for modeling the e®ect of occlusion. The ¯rst dis-

carded independent keypoints, while the second

discarded structured sets of keypoints, i.e. those

composing main body parts. Note that in this work

occluded samples were included in the training pro-

cess. Moreover, the authors herein made the as-

sumption that the torso and the hips were always

visible. Their recognition approach was based on

learning view-invariant, occlusion-robust probabilis-

tic embeddings. Similarly, Angelini et al.24 also in-

cluded arti¯cially occluded samples within the

training process. In that case, samples were created

by randomly removing body landmarks according to

a binary Bernoulli distribution. Their recognition

approach was based on pose libraries which included

several pose prototypes. When dealing with missing

body parts, they exploited the aforementioned li-

braries either by matching occluded sequences to

pre-de¯ned prototypes, based on high-level features,

or by ¯lling missing parts upon searching through

the pose libraries. In case of short-time occlusions,

they used an interpolation approach.

Finally, in previous work13 we performed a study,

wherein our main goal was to assess the e®ect of

occlusion of body parts, within a HAR approach. To

this, we created arti¯cial occluded activity samples,

by manually removing one or two body parts (i.e.

upon removing subsets of skeleton joints). We then

extended this work by performing initial experiments

using regression on skeletal data.25

3. Methodology

3.1. Skeletal data

As in previous work,11,13,25,45 the proposed approach

uses as input 3D trajectories of human skeletons. In

3D HAR problems, subjects perform actions in space

and over time. We consider skeleton representations

as sets of 3D joints. We use skeleton data that have

been captured using the Microsoft Kinect RGB/

depth camera.a A human skeleton comprises of 20

(Kinect v1) or 25 (Kinect v2) joints, organized as a

ahttps://developer.microsoft.com/en-us/windows/kinect.
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graph; each node corresponds to a body part such as

arms, legs, head, neck, etc. while edges follow the

body structure, appropriately connecting pairs of

joints. In Fig. 1, we illustrate a skeleton extracted

using Kinect v1 and v2. Note that joints are shown

as being grouped; each group corresponds to a body

part, i.e. an arm, a leg or the torso. In the context of

this work, an activity is considered to be a temporal

sequence of 3D skeleton representations. For the sake

of explanation, in Fig. 2, we illustrate an example

of a successfully reconstructed skeleton which

leads to correct classi¯cation and an example of an

unsuccessfully reconstructed skeleton, which leads to

incorrect classi¯cation.

3.2. Occlusion

As it has already been mentioned in Sec. 1, partial

occlusion may compromise the performance of HAR,

in real-life scenarios. Within the context of several

applications such as ambient-assisted environments,

AR environments, etc. occlusion typically occurs due

to e.g. activities taking place behind furniture, or due

to the presence of more than one people in the same

Fig. 1. (Color online) A human body pose with the 20 and 25 skeletal joints that are extracted using the Microsoft Kinect v1
(left) and v2 (right) cameras. Joints have been divided into subsets, each corresponding to one of the ¯ve main body parts, i.e.
torso (blue), left hand (green), right hand (red), left leg (orange) and right leg (magenta). For illustrative purposes and also to
facilitate comparisons between the two di®erent versions, body parts have been colored using the same colors. Numbering
follows the Kinect SDK in both cases, therefore there exist several di®erences between the two versions.

(a) (b)

Fig. 2. Example skeleton sequences of the activities (a) handshaking and (b) hugging other person from the PKU-MMD
dataset, captured by Microsoft Kinect v2. First row: original skeletons, including all 25 joints (i.e. without any occlusion); Second
row: joints corresponding to (a) left arm; (b) both arms (see Fig. 1) have been discarded (i.e. the skeleton is partially occluded);
Third row: skeletons have been reconstructed using the proposed deep regression approach. The example of (a) is successfully
reconstructed and correctly classi¯ed, while the example of (b) is unsuccessfully reconstructed and incorrectly classi¯ed.
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room. Of course, it should be obvious that the e®ects

of occlusion vary, depending on the activity per-

formed. For example, the occlusion of both legs when

the subject performs the action \kicking" results to a

signi¯cant loss of visual information, which in turn

may result to failure of recognition, while the occlu-

sion of both arms is not expected to compromise

recognition for this activity.

Although the aforementioned example is quite

extreme, it is common sense that partial occlusion

may hinder the overall e®ectiveness of HAR

approaches. We should note that most public mo-

tion-based datasets, such as the ones we herein use

for evaluation purposes, have been created under

ideal laboratory conditions, thus occlusion is pre-

vented. Since the creation of a large scale dataset is a

time consuming task, we decided to follow an ap-

proach such as the one of Gu et al.22 More speci¯-

cally, we manually discard subsets of joints that

correspond to body parts, assuming that the these

parts remain occluded during the whole duration of

each activity. The division of a human skeleton into

¯ve parts is illustrated in Fig. 1. Moreover and for

the sake of explanation, a visual example of an ac-

tivity upon occlusion is illustrated in Fig. 2, where

the loss of visual information is easily comprehensible.

3.3. Regression of skeletal data

The input of our approach consists of temporal

sequences of 3D skeleton data, i.e. as described in

Sec. 3.1. Upon imposing a linear interpolation step

between consecutive time frames so as to address

temporal variability of activities, we set the length of

all activity examples equal to Tm, which denotes the

size of the longest one in duration. Note that, if the

desired length is not reached upon one interpolation

step, the process is repeated until the desired length

is reached. As we will mention in Sec. 4, we use

datasets that have been captured either using one or

three cameras. In the latter case and as we wish to

exploit all existing information, we use the corre-

sponding three skeleton sequences as input. We also

assume that in every case of occlusion, the same

missing body part(s) is (are) occluded in all available

cameras.

The core philosophy of our approach is that since

occlusion practically causes missing values (i.e. in our

case some of joints of the skeleton have been removed),

we may formulate the problem of \reconstructing"

those missing values as a regression task. More spe-

ci¯cally, let X denote the original skeleton sequence

and Xo the sequence resulting upon occlusion. The

goal of regression is ideally to estimate a set of

parameters � of a given function f, so that

X ¼ fðXo; �Þ þ �, where � is some error value, to be

minimized.

To this goal, we use a Convolutional Recurrent

Neural Network (CRNN) model, whose aim is to

implement f and learn � (i.e. its weights), in order to

minimize �. Given an occluded skeleton sequence Xo,

the network outputs the reconstructed skeleton se-

quence Xr, which is an estimate for X, upon com-

pleting missing (occluded) data (joints). The

architecture of the network is as follows: the input of

the network constitutes of sequential data from 1 or

3 cameras, depending on the dataset used, as it has

already been discussed. We now describe the CRNN

architecture for the case of single-camera datasets: in

all cases, the duration of each activity is set equal to

Tm, each skeleton comprises 20 3D joints (when using

Kinect v1), i.e. 60 co-ordinates, in total. Thus, the

input layer size is Tm � 60. This is ¯ltered by a stack

of 2 2D convolutional layers, followed by a max-

pooling layer that performs 1� 2 sub-sampling. This

single tensor is again ¯ltered by a stack of 2 2D

convolutional layers, followed by a max-pooling layer

that performs 1� 2 sub-sampling. The output of this

layer constitutes the input to an LSTM layer, whose

goal is to harness temporal information of skeletal

data. Then, a dense layer(s) of size Tm � 60 follows

and is ultimately reshaped to a Tm � 60 output layer.

In case of three-camera datasets, the input of the

network constitutes of sequential data from three

cameras, each providing a skeletal sequence under a

di®erent viewpoint. Those three input branches are

in this case each ¯ltered by a stack of 2 2D con-

volutional layers, followed by a max-pooling layer

that performs 1� 2 sub-sampling. This process

repeats after the three branches are concatenated

into a single tensor. This single tensor is again ¯l-

tered by a stack of 2 2D convolutional layer, followed

by a max-pooling layer that performs 1� 2 sub-

sampling. The output of this layer also in this case

constitutes the input to an LSTM layer, and then,

three parallel dense layers follow. They are ulti-

mately reshaped to three output layers. The dimen-

sion of the kernels of all convolutional layers is 3� 3.

A Deep Regression Approach for Human Activity Recognition
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For loss computation, in both cases, the Mean

Square Error (MSE) has been used. In Figs. 3 and 4,

we illustrate the architectures of the CRNN and the

LSTM networks, respectively, and for the three-

camera case.

At this point, we would like to note that

the reason for the use of an asymmetrical kernel

(i.e. 1� 2) is that while being sub-sampled this way,

information is compressed only along the spatial

coordinates' axes, leaving temporal information intact.

We experimentally veri¯ed that this kernel choice led

to a signi¯cant improvement in the performance of the

network. In case of three-camera datasets, input from

each camera is independently ¯ltered by a stack of 2

2D convolutional layers, followed by a max-pooling

layer that performs 1� 2 sub-sampling, then these

three branches are concatenated into a single tensor

and the network's architecture remains the same as in

the one-camera case.

The occluded data Xo are given as input in both

training and testing phases of the network. Also, the

targets of the network are the nonoccluded data X;

these data are to be estimated by the network, i.e. its

output are reconstructed dataXr. Thus, the network

is trained to learn �, while minimizing �. As we

mentioned in Sec. 3.1, in case of using the Kinect

SDK in order to extract the skeleton data, each

skeleton joint is represented by its own ID. There-

fore, in a real-life application, one could easily con-

tinuously observe the values of the 3D coordinates

and consider those joints with missing/zero values as

occluded. This way, the speci¯c case of occlusion

could be easily recognized. Bearing this in mind, and

upon initial experiments wherein we used a single

Fig. 3. The architecture of the CRNN, for the three-camera case.

Fig. 4. The architecture of the LSTM network, for the
three-camera case.
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network for all cases, which demonstrated unsatis-

factory results, we ¯nally opted to train one network

per occlusion case, ending up with eight di®erent

networks. Therefore, given an input skeletal se-

quence, ¯rst missing joints are identi¯ed and then, it

is fed to the appropriate trained network so as to be

classi¯ed into an activity class, accordingly. Al-

though this approach requires much more memory, its

signi¯cant increase of performance compared to the

use of a single network compensates this requirement.

At this point, an occluded sample (i.e. with

missing skeletal joints due to occlusion) may be used

as input into the trained CRNN network, which in

turn reconstructs the missing skeletal data. For the

sake of explanation, a visual example of an activity

prior to and upon reconstruction is illustrated in

Fig. 2. Upon its reconstruction, we are then able to

proceed with the classi¯cation of the aforementioned

into one of the pre-de¯ned classes. For classi¯cation

we use an LSTM network with one layer. Note that

the CRNN network is trained using only the non-

occluded data X, thus without with any occlusion

information. On the contrary, during the testing

phase, the input of the LSTM network are the cor-

responding skeletal sequences Xr, which have been

reconstructed by X. A visual overview of the pro-

posed approach is illustrated in Fig. 5.

4. Experiments and Results

4.1. Datasets

To the best of our knowledge, there does not exist

any publicly available dataset comprising 3D oc-

cluded actions. To overcome this, we manually dis-

carded subsets of joints that correspond to body

parts (i.e. arms and legs) from four publicly available

datasets. Speci¯cally, we have used the following:

PKU-MMD26 is a public and open benchmark

dataset focusing on 3D human motion-based activity

understanding, recorded under three camera view-

points. In this work, we selected a set of 11 classes

and 21,456 samples, which correspond to activities of

daily living,1,27 i.e.: eat meal snack (10), falling (11),

handshaking (14), hugging other person (16), make a

phone call answer phone (20), playing with phone tablet

(23), reading (30), sitting down (33), standing up (34),

typing on a keyboard (46) and wearing a jacket (48).

NTU-RGB+D28 is a large-scale benchmark

dataset for 3D human activity analysis, also recorded

under three camera viewpoints. We selected the

medical-condition-related category consisting of 12

classes and 11,400 samples, namely: sneeze/cough

(41), staggering (42), falling down (43), headache

(44), chest pain (45), back pain (46), neck pain (47),

nausea/vomiting (48), fan self (49), yawn (101),

stretch oneself (102) and blow nose (103).

SYSU 3D Human-Object Interaction (HOI)29 is a

small-scale dataset focusing on 3D human motion-

based interactions between humans and objects,

comprising 480 activity instances from 12 di®erent

activities that involve interactions of 40 subjects

with one of the following objects: phone, chair, bag,

wallet, mop and besom; speci¯cally 40 instances from

each of the following activities are provided: drinking

(1), pouring (2), calling phone (3), playing phone (4),

wearing backpacks (5), packing backpacks (6), sitting

chair (7),moving chair (8), taking out wallet (9), taking

from wallet (10), mopping (11) and sweeping (12).

UTKinect-Action3D dataset30 consists of 10

simple activities that have been performed by 10

subjects; each performing all activities twice, i.e. 200

activity instances are provided from the following

activities walk (0), sitDown (1), standUp (2), pickUp

(3), carry (4), throw (5), push (6), pull (7), wave-

hands (8), clapHands (9); each category comprises 20

instances.

Note that in all cases, numbers in parentheses

denote the corresponding class ids, following the

Fig. 5. A visual overview of the proposed approach.
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original notation per case and will be used at the

remaining of this paper to facilitate readability when

necessary. Also, note that in all cases we relied only

on 3D skeleton data and discarded other modalities.

PKU-MMD and NTU-RGB datasets have been

captured using Microsoft Kinect v2, while SYSU-3D-

HOI and UTKinect-Action3D have been captured

using Microsoft Kinect v1.

4.2. Experimental setup and network training

Experiments were performed on a personal work-

station with an IntelTM i7 4770 4-core processor on

3.40 GHz and 16 GB RAM, using NVIDIATM

Geforce RTX 2060 Super GPU with 8GB VRAM

and Ubuntu 20.04 (64 bit). The deep architecture

has been implemented in Python, using Keras 2.4.331

with the Tensor°ow 2.532 backend. All data pre-

processing and processing steps have been imple-

mented in Python 3.9 using NumPy and SciPy. For

the training of the estimator, we used the LeakyR-

eLU activation function, except from the LSTM

layer wherein the tanh function was used, and the

last dense layer wherein linear activation function

was used. For the training of the classi¯er, the Lea-

kyReLU and tanh activation functions were used,

respectively, except from the last layer, wherein the

softmax activation function was used. Moreover, we

set the batch size to 5 and 10 for the training of the

classi¯er and the estimator, respectively. The Adam

optimizer was utilized in both cases, the dropout was

set to 0:3, the learning rate to 0:001 and we trained

for 50 epochs, using the loss of the validation set

calculated via MSE as an early stopping method, in

order to prevent over¯tting. In all cases, we used 80% of

the available data for training, 10% for validation and

the remaining 10% for testing. The code for replicating

our experiments is publicly available on GitHub.b

4.3. Evaluation protocol and results

For the experimental evaluation of the proposed

methodology, we considered the following:

(a) Removal of structured sets of skeletal joints,

corresponding to body parts, to simulate oc-

clusion (see Fig. 1). Speci¯cally, we removed (a)

left arm; (b) right arm; (c) both arms; (d) left

leg; (e) right leg; (f) both legs; (g) left arm and

left leg; (h) right arm and right leg. In this ex-

periment we evaluate the performance of clas-

si¯cation of reconstructed samples, using an

LSTM network that has been trained using

nonoccluded samples, while reconstruction

takes place using the CRNN,

(b) A baseline approach, wherein the LSTM is

trained and evaluated using nonoccluded samples,

(c) A \reference" approach wherein the LSTM is

trained using nonoccluded samples and vali-

dated using occluded samples, and

(d) Inclusion of occluded samples in the training

process of the LSTM and validation using oc-

cluded samples. In that case, a subset equal to

10% of the nonoccluded samples of training set

is selected. From those samples we create all

eight cases of occlusion, therefore we \augment"

the initial training set by 80%. Note that in this

case and contrary to the ¯rst of the aforemen-

tioned cases, we used a single network for all

eight cases of occlusion.

Experimental results for all datasets are depicted in

Tables 1–4. In all cases we extract the following

metrics: accuracy per class, F1 score per class and

weighted accuracy, where class weights are calcu-

lated based on the class distribution. Moreover,

confusion matrices for all datasets in case of the

baseline experiment are depicted in Fig. 6, while in

case of classi¯cation of reconstructed samples are

depicted in Figs. 7–10.

In case of the PKU-MMD dataset, the weighted

accuracy (WA) was 0:92 without any body part re-

moval. Speci¯cally, it ranged between 0:21–0:90 in

case of some body part removal, while it ranged be-

tween 0:70–0:91 upon reconstruction. In 7 out of 8

cases, signi¯cant improvement was observed, in

terms of WA, while performance was almost equal in

case of removal of left leg. Moreover, reconstruction

outperformed occlusion in 6 out of 8 cases. Intui-

tively, one should observe that the majority of the

activities we used to evaluate our approach mainly

consists of upper body motion (i.e. left and/or right

arm). Upon careful observation of the samples of the

datasets, this assumption has been veri¯ed. This is

also re°ected to the results of Table 1, wherein it

may observed that in cases of occluded arms the

improvement is signi¯cantly large, with most notablebhttps://github.com/thevisionlab-uth/HAR Regression.
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example the case of both arms, wherein WA

improves from 0:21 to 0:70. Upon careful observation

of the confusion matrices depicted in Fig. 7, for each

occlusion case we should notice the following, when

comparing with the case where all joints had been

used: (a) in case of any occluded arm, class make a

phone call/answer phone is often confused with

playing with phone/tablet and class eat meal/snack is

often confused with reading; (b) in case of occluded

left leg, class wear jacket is often confused with

reading or standing up; and (c) ¯nally, in case of both

arms occluded, 7 classes show adequate performance.

Upon observing the performance of individual

classes, we should highlight the following: in the

baseline experiment, all classes are recognized with

high accuracies/F1 scores. Exception in this case is

the class make a phone call answer phone, in case of

occluded arm(s) which demonstrates extremely small

values of both these metrics, as expected.

In case of NTU-RGB+D dataset, the WA was

0:68 without any body part removal and ranged

between 0:16–0:59 in case of some body part re-

moval, while it ranged between 0:53–0:62 upon re-

construction. Also in that case, in 7 out of 8 cases,

signi¯cant improvement was observed, in terms of

WA, while performance was almost equal in case of

(a) PKU-MMD (b) NTU-RGB+D (c) SYSU-3D-HOI (d) UTKinect-Action-3D

Fig. 6. Normalized confusion matrices for classi¯cation for all datasets, without removing any body part.

(a) Left Arm (b) Right Arm (c) Left Arm & Right Arm (d) Left Leg

(e) Right Leg (f) Left Leg & Right Leg (g) Left Arm & Left Leg (h) Right Arm & Right Leg

Fig. 7. Normalized confusion matrices for classi¯cation for the PKU-MMD dataset, upon removing the body part(s) denoted
in the caption of the corresponding sub¯gure.
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removal of left arm. Moreover, reconstruction out-

performed occlusion in 7 out of 8 cases. Since activ-

ities used to evaluate the proposed approach mainly

consisted of upper body motion, also in the case of

the NTU-RGB+D dataset, in the results of Table 2

it could be observed that in all the remaining cases of

occluded arms, the improvement of WA is large,

with the most notable example the case of both arms,

wherein WA improves from 0:21 to 0:70. Upon

careful observation of the confusion matrices depic-

ted in Fig. 7 and considering the classi¯cation results

without occlusion of any part, for each occlusion case

we should notice that occlusion mainly a®ects ac-

tivities back pain, chest pain, neck pain, nausea/

vomiting and fan self. Note that these activities are

performed in a signi¯cantly di®erent way than the

remaining ones and also that those of PKU-MMD,

i.e. joints involved perform less movements. However,

7 classes in presence of occlusion consistently

exhibit comparable performance to the case of ab-

sence of occlusion. Upon observing the performance

of individual classes, we should highlight the fol-

lowing: in the baseline experiment, almost all classes

are recognized with high accuracies/F1 scores.

Exceptions in this case are the classes staggering,

chest pain and back pain, in case of occluded arm(s)

which demonstrate extremely small values of both

these metrics, as expected.

In case of SYSU-3D-HOI dataset, the WA

was 0:54 without any body part removal and

ranged between 0:10–0:20 in case of some body part

removal, while it ranged between 0:39–0:48 upon

reconstruction. Moreover, reconstruction out-

performed occlusion in 6 out of 8 cases. In every case

of occlusion, signi¯cant improvement was observed,

in terms of WA. We should herein notice that due to

the small size of this dataset, performance was in-

adequate in several classes even without occlusion.

As expected, worst performance was observed in case

of occlusion of both arms. However, in the majority

of cases, most classes in presence of occlusion con-

sistently exhibit comparable performance to the

case of absence of occlusion. Upon careful observa-

tion of the confusion matrices depicted in Fig. 9

and considering the classi¯cation results without

occlusion of any part, for each occlusion case we

should notice that occlusion mainly a®ects activities

pouring, calling phone, packing backpacks and

taking from wallet, which are based on the motion

of arms.

(a) Left Arm (b) Right Arm (c) Left Arm & Right Arm (d) Left Leg

(e) Right Leg (f) Left Leg & Right Leg (g) Left Arm & Left Leg (h) Right Arm & Right Leg

Fig. 8. Normalized confusion matrices for classi¯cation for the NTU-RGB+D dataset upon removing the body part(s)
denoted in the caption of the corresponding sub¯gure.
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(a) Left Arm (b) Right Arm (c) Left Arm & Right Arm (d) Left Leg

(e) Right Leg (f) Left Leg & Right Leg (g) Left Arm & Left Leg (h) Right Arm & Right Leg

Fig. 9. Average confusion matrices from ¯ve trials, for classi¯cation for the SYSU-3D-UOI dataset upon removing the body
part(s) denoted in the caption of the corresponding sub¯gure.

(a) Left Arm (b) Right Arm (c) Left Arm & Right Arm (d) Left Leg

(e) Right Leg (f) Left Leg & Right Leg (g) Left Arm & Left Leg (h) Right Arm & Right Leg

Fig. 10. Average confusion matrices from ¯ve trials, for classi¯cation for the UTKinect-Action-3D dataset upon removing the
body part(s) denoted in the caption of the corresponding sub¯gure.
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In case of the UTKinect-Action-3D dataset, the

WA was 0:79 without and body part removal, and

ranged between 0:09–0:61 without any body part

removal and ranged between 0:40–0:67 upon recon-

struction. Moreover, reconstruction outperformed

occlusion in 5 out of 8 cases. Also, in that case, in 7

out of 8 cases, signi¯cant improvement was observed,

in terms of WA, while performance was equal in case

of removal of right arm. Since activities used to

evaluate the proposed approach mainly consisted of

upper body motion, also in the case of the UTKinect-

Action-3D dataset, in the results of Table 4 it could

be observed that in all the remaining cases of oc-

cluded arms, the improvement of WA is large, with

the most notable examples the cases of both arms,

whereinWA improves from 0:09 to 0:40 and right arm/

right leg whereinWA improves from 0:11 to 0:57. Upon

careful observation of the confusion matrices depicted in

Fig. 10 and considering the classi¯cation results without

occlusion of any part, for each occlusion case we should

notice that occlusion mainly a®ects activities pickUp,

carry, pull and clapHands, although most activities that

are based on the motion of arms are a®ected.

In all cases, occlusion of some body parts leads to

a severe drop of performance; in many occasions,

accuracy and F1 score of some classes dropped to

zero/near zero values. In some of these cases, re-

construction was successful, leading to near perfect

recognition. Interestingly, addition of occluded

samples within the training set, in certain cases leads

to an improved performance compared to the base-

line case. This has been observed in all four datasets

and we believe that this is an e®ect of the augmen-

tation of the training data set that we have previ-

ously mentioned. Finally, in several activities and for

speci¯c cases of occlusion, it is observed that classi-

¯cation of the reconstructed samples exhibits slightly

inferior performance compared to the occluded

samples. It is our belief that in those cases, the spe-

ci¯c body part which is occluded is less \relevant" for

those activities, although in some cases the recon-

struction approach may fail and lead to misleading

joint positions, as in the example of Fig. 2(b).

5. Conclusions and Future Work

In this paper, we presented an approach for human

activity recognition under partial occlusion, i.e.

occlusion of one/two parts. Our approach was based

on the motion of 3D skeletal joints and occlusion was

simulated upon manually removing structured sets

of joints which corresponded to arms and/or legs.

We managed to reconstruct the missing joints by

formulating the problem as a regression task. Spe-

ci¯cally, we trained a convolutional recurrent neural

network using occluded and nonoccluded samples

and then used it to reconstruct missing joints of oc-

cluded samples. For classi¯cation of reconstructed

samples, we used a long short term memory network.

We then evaluated the proposed approach using four

publicly available datasets. Among them, we

experimented with several di®erent types of activi-

ties, such as simple activities, activities of daily liv-

ing, medical-related activities and interactions with

objects. We showed that this way, we could achieve a

signi¯cant boost of performance in a classi¯cation

task, when using reconstructed samples instead of

occluded ones, almost in any activity.

The novelties of our work were as follows: (a) we

formulated the problem of missing skeleton joints

due to occlusion as a regression problem, within a

human motion activity recognition task and imple-

mented a novel deep neural network architecture to

reconstruct missing skeletal joints; (b) contrary to

other state-of-the-art works, we did not use occluded

samples within the training process; (c) the occluded

parts were not visible from any camera, even in case

of a multi-camera setup.

The proposed approach could bene¯t several

HAR tasks which take place into dynamic environ-

ments and are prone to occlusion. Apart from

applications within ambient assisted environment

i.e. where the goal is to detect activities of daily

living (ADLs),27 or medical-related events that re-

quire some kind of attention or intervention (e.g.

staggering, falling, etc.). In such scenarios, as we

have already mentioned, occlusion may take place

due to e.g. furniture or other people present. More-

over, it could also be of great utilization in AR

environments and applications, since human motion

is tied to the overall user experience and, HAR may

act as a means of assessing user engagement e.g.

when a visitor of a museum makes a phone call while

interacting with an AR application, this should be an

indicator of low engagement, while when she/he is

reading in front of an AR screen, this should be an

indicator of high engagement. Moreover, another im-

portant ¯eld of application is the one of surveillance,

I. Vernikos et al.
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where the goal is to identify certain types of un-

wanted activity or abnormal events. In cases where a

subject acts in public places, occlusion may take

place due to obstacles or the presence of other peo-

ple/crowd.

Future research work may target several aspects

of the problem of HAR, focusing on occlusion. Our

regression approach could be enhanced and im-

proved e.g. by replacing the interpolation step herein

used with a temporal augmentation approach such

as the one that has been proposed by Kwon et al.33.

Moreover, we would like to experiment with other

state-of-the-art architectures such as transformers34

or techniques that work with sequences, such as

seq2seq35 or time-series such as multivariate CNNs.36

Also, the use of modern classi¯ers could be investi-

gated for classi¯cation. For example, other possible

research directions may include experiments with

approaches such as Neural Dynamic Classi¯cation,37

Dynamic Ensemble Learning,38 Finite Element Ma-

chine for fast learning39 or self-supervised learning.40

Additionally, in the training phase we will further

investigate the inclusion of occluded samples upon

reconstruction.

Also, when dealing with the occlusion aspect of

HAR, we would like to investigate cases such as

temporally partial occlusion. Then we would like to

investigate the use of other deep neural network

architectures, such as generative adversarial net-

works (GANs), e.g. for generating the missing body

parts. Also, since in previous work we have showed

that handcrafted features are able to boost recogni-

tion performance of deep approaches,41 it would be

interesting to experiment with other methodologies

for feature extraction that are based on the geometry

and the motion of skeletons, as the one proposed by

Avola et al.42 Moreover, we would like to perform

experiments using larger datasets. We would like to

perform comparisons of the given approach to one

that uses occluded samples for training the neural

network that we have herein used for classi¯cation,

without a regression step.

Finally, we plan to perform real-life experiments

into an assistive living environment or simulate

occlusions occurring within such an environment by

constructing masks using 3d models of real objects.43

In that case and for privacy preservation issues, pose

estimation approaches that do not depend on visual

could replace camera-based approaches. A possible

candidate could be based on the use of Wi-Fi sig-

nals,44 since Wi-Fi routers are typically encountered

within any home environment.
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